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Abstract. Robot sound influences aspects of human-robot interaction
(HRI) from the way robots are perceived socially to the adoptability and
even monetary value of these systems. Accordingly, our past work (and
the work of others in the HRI community) has sought to empirically
investigate robot sound and propose design tactics for successfully de-
signing and incorporating new sound use in robotic systems. This paper
presents a case study of using these collective past works to design and
evaluate robot sound as used on a real delivery robot (Daxbot’s Dax
robot) in its day-to-day commercial operations. We present the steps of
our design thinking process for incorporating new and beneficial sound
into the Dax robot, followed by evaluations of these designs in the wild
and through a broad online survey. In-the-wild users (n = 6) found the
newly designed sounds to be agreeable, and more participants preferred
the new sounds compared to past built-in sounds of the robot. The online
survey-based study (n = 75) supported these initial findings and showed
that the added sounds also yielded higher perceived robot competence
and purchasing interest compared to a base no-sound condition. Overall,
this work offers evidence that our team’s past robot sound work (of-
ten conducted in controlled environments with research robots) has the
potential to transfer to real-world use settings and commercial robots.

1 Introduction

The way a robot sounds matters, from sound that naturally emanates from low-
level mechanisms of a robot to expressive sound added atop a robot’s natural
sonic profile via speakers. For example, quieting the sound of robot mechanisms
can result in a robot seeming more competent and less discomforting [23]. Adding
character-like sound to a robot’s behaviors makes the agent seem more socially
warm and more competent [26]. We can even measure differences due to sound
at the value level, where added character-like sound results in a significantly
higher suggested price for sonically augmented robotic systems [24]. The existing
(and growing) corpus of robot sound work paints an impressive picture for the
importance of this topic, but most work in this area to date (with a few notable
exceptions, e.g., [11,12]) draws conclusions based on online video-based studies.
Based on this tendency, we became curious about the value of other types of work
in the robot sound space, and documented a recommended design methodology
for successful robot sound [22]. The work presented here follows the previously
established design process to establish and evaluate new sounds for a commercial
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service robot in a mix of in-the-wild and online evaluations. We propose that
this case study is a meaningful foundation for translation science in the domain
of robot sound.

In this paper, the described design process and evaluations center on a col-
laboration with Daxbot, a robotics company currently engaged in food delivery
in Oregon. The author team includes roboticists and music technologists with
sound design experience who worked together along with Daxbot to use a design
thinking process to update the sound profile of the commercial Dax robot and
conduct two major evaluations rounds to help validate the resulting sounds. Our
main research goals were to design appropriate sounds for a commercial service
robot and demonstrate the concrete impact of the sounds via feasible evaluations.
We describe the Dax robot and other key background (such as grounding on the
design thinking process) in Section 2. Section 3 describes the design thinking
process for updating the sound profile of the Dax robot, and Sections 4 and 5
detail evaluation efforts for the newly designed robot sounds. The discussion and
conclusions of the work are in Sections 6 and 7. Overall, this work’s contributions
include: 1) the modeling of an exemplar robot sound design process in action (as
proposed in theory in a past paper [22]), and 2) the proof-of-concept evaluation
of the resulting robot sounds.

2 Background

This section covers key related information about robot sound, the Dax robot,
and the design thinking process.

Robot sound is a relatively new but growing research area that covers ideas
from verbal speech to non-linguistic (or even unintentional) use of sound by
robots. In the case of our focus, we considered speech, but ended up focusing
mainly on the design space of nonverbal robot sound such as consequential sound,
which naturally emerges from a robot’s mechanical makeup and interactions with
the environment [7,9], and functional, transformative, and emotional sound (i.e.,
sound meant to provide information, change a robot’s natural sound, and convey
feelings using approaches from gibberish speech to music, respectively), which
can be added to a robot’s natural sound profile via speakers to alter the sound
in some way [21]. We only had the ability to alter the sound played by the
robot (not the mechanical makeup) during our collaborative design process, so
in this paper, we focus on the latter sound types. There is also generally more
work focused on these added sound types (e.g., [3,18,14,15,12]). Typically, these
works demonstrate benefits of augmented sound profiles generally or benefits of
specific types of sound, as in the cases of the past work mentioned at the start of
Section 1. The results presented in the current paper augment the body of work
on potential impacts of added robot sound with increasing ecological validity.

The Dax robot is a outdoor mobile robot with interactive features such as a
two-degree-of-freedom neck, head, eye display, and speakers, as shown in Fig. 1.
Based in Philomath, Oregon, Dax operates in Philomath and Monmouth to
perform food and grocery delivery [6]. At the time of our interactions with
Daxbot (periodically during 2022-23), we learned that during the delivery pro-
cess, Dax alternated between autonomous control and operator control modes.
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Fig. 1. A Dax robot driving on the sidewalk facing the camera

In autonomous control mode, Dax could complete all tasks including pick-up,
driving, and drop-off; during the process, Dax performed selected nonverbal com-
munications such as nodding and blinking. During autonomous control mode,
Dax did not employ any sounds. In operator control mode, operators had the
option to trigger four different nonverbal sounds: a positive sound, a neutral
sound, and two negative sound options. Noting that these sound options were
limited, we sought to understand new opportunities for Dax sound design and
to deploy and evaluate our proposed sounds on an actual Dax robot.

We used the design thinking process in this paper, as encouraged by our own
past framework in [22]. The design thinking approach involves five main steps:
empathize, define, ideate, prototype, and test [5]. This approach is consistent
with other past human-robot interaction (HRI) work, especially efforts that seek
to design robots effectively for real use cases and/or use by special populations.
For example, other research teams used design thinking in the development of
the Vizzy robot, which supports exercise via augmented reality games [10,17],
and the Stevie robot, a socially assistive robot for retirement communities [8].
In the case of this paper, using an established design process for introducing
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robot sound into real-world use cases is still a relatively novel idea (used by
few past works, such as [12]). We believe that the clear documentation of our
process, including early foundational steps to support the sound design, can help
other HRI researchers to boost their own design and real-world evaluations of
nonverbal robot expression.

3 Design Thinking-Based Robot Sound Design

In our own past work, we engaged with roboticists and sound designers to learn
more about robot sound design needs and processes, and we concluded by propos-
ing design thinking process steps for successful robot sound design [22]. Accord-
ingly, at the start of the work with Daxbot, we followed our own established
best practice tips, aiming to understand different perspectives important to the
robot sound experience, ideate possible sound designs in a cross-disciplinary way,
work with the company to deploy needed system elements, and assess the sys-
tem prototypes through rounds of evaluation. The following subsections detail
the design thinking process for the Dax robot sound design, as well as details on
the final produced sounds.

3.1 Design Thinking Process

Empathize: As part of the empathizing process (specifically, to take the per-
spective of incidental passers-by and direct end users who order food from the
robots), research team members (including one roboticist and one music tech-
nologist with sound design experience) made five trips to Philomath to order
food from Dax. During each trip, we walked to the origin point of the delivery
to observe the robot throughout the entirety of the process (i.e., gaining per-
spective on the pedestrian passer-by experience, not just the experience of those
who place an order with the robot). Initial trips yielded different experiences
than later trips; the first trip, for instance, led to an in-depth expressive interac-
tion with head motions and facial expressions (such as “heart eyes”). However,
later trips led to brief interactions with a relatively minimal nod from the robot
upon confirmation of delivery and receipt. Through interactions with Daxbot, we
learned that (at the time) this difference in user experience was due to whether
Dax was operating autonomously being controlled by a human operator. From
the customer’s point of view, however, Dax appeared to be particularly social or
asocial, with asocial behavior potentially leading to a disappointing interaction.
Even during the in-depth interaction, we noted that the robot produced many
motions but no intentional sounds, instead producing only consequential motor
and mechanical sounds as the robot’s neck moved.

Define: Based on the mock user interaction experiences, we defined the most
promising interaction of focus as the customer drop-off interaction. We consid-
ered that there are additional users beyond those considered in our perspective-
taking exercise, such as food service worker interactions loading food into the
robots; however, as food service workers interact repeatedly during a single day
and could potentially grow fatigued by the sounds, we opted out of using sound
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to augment this interaction. We also steered away from seeking to augment in-
teractions with passers-by, since these encounters are very brief and hard to
rapidly evaluation in in-the-wild settings. For the identified delivery interaction
in particular, we defined the points in the customer interaction during which
the robot would begin to act or transition to the next phase as key landmarks.
For these time points/windows, we considered both functional sounds that could
inform the customer that the robot had acknowledged some information (e.g., a
QR code for delivery confirmation or a thumbs-up for receipt confirmation) and
transformative and/or emotional sounds to potentially mask motor sounds that
often accompany robot motion.

Ideate: In our broad ideation about relevant robot sound design, we considered
forms of sounds including: transformative sounds that would cover up conse-
quential sounds during driving, neck motion, and compartment opening/closing;
speech, vocables (nonverbal vocalizations, such as humming or exclamations such
as “ah!” [1]), and vocable-like musical sounds; and music. At the time of our in-
vestigation, Dax did not have the inherent ability to understand a customer’s
speech in autonomous mode, so we ruled out verbal speech to avoid introduc-
ing inflated expectations of the robot. Furthermore, since Dax’s head and neck
motions were relatively fast and exaggerated, we decided against subtle trans-
formative sound. The small library of existing Dax sounds included mostly vo-
cables. Due to the nature of these existing sounds, combined with the inherent
similarity of the Dax robot to cinematographic robots like WALL-E, we ruled
out unmodified vocables as a focus and instead sought to expand the robot’s
nonverbal expression capabilities with vocable-like musical sounds and musical
sounds specifically.

Prototype: Using Ableton Live, a digital audio workstation [19], the music tech-
nologists on our team began prototyping sounds with the stock instruments and
provided synthesizers. First, we laid out simple melodic phrases: two or three
short notes in rapid succession, meant to imitate the sounds of robots in me-
dia such as WALL-E and R2-D2. Then, we designed three separate synthesizer
patches using Ableton’s stock Operator and Wavetable plugins. The first (Oper-
ator plugin) was an FM patch meant to somewhat replicate the ‘gritty’/‘metallic’
feel of Dax’s original sound set. The second, in Wavetable, utilized one of the
stock ‘formant’ Wavetable presets to roughly replicate the sound of human vocal
phrases. The last was another Wavetable plugin that layered two different sine
waves. After critique and deliberation, we ultimately decided to continue pro-
totyping with the formant Wavetable patch. The formant patch offers voice-like
qualities without a high risk of being conflated with an actual vocal sample, and
it is musical enough to avoid the potential problems associated with utterances
and voice synthesis (e.g., inflated expectations of robot capabilities).

With Dax’s base voice clarified, we created phrases for the robot to say. To
accomplish this, Ibrahim (one of the team members) first recorded himself say-
ing a set of phrases, such as “duuuude...”, “ta-da!”, and “yay!” Then, using the
monophonic Wavetable patch, we replicated the pitch shifts from the recorded
phases on the piano roll. We also modified several parameters to bring more vocal
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quality to the samples: cutoff filter frequency, detune, and amplitude envelope
release. Drawing on our expertise from past experience in robot sound design, we
roughly categorized the samples into positive- and negative-valence groupings.
For example, “duuuude...” has negative valence and is meant to express disap-
pointment, whereas “yay!” has a clear positive valence. We used filter frequency
and detune to make negative valence sounds darker and more dissonant; positive
valence sounds were made brighter and did not contain detune. Additionally, for
many of the positive-valence sounds, we created melodies using mainly octave
and major third intervals to make them as musically consonant as possible (and
thus more pleasant for the listener) [16].

For ease of integration for this first sound integration with the Dax robots, we
opted to use the existing sound playback system of the robot to avoid the need
for complex code additions to the robot’s proprietary codebase. This playback
system plays .wav files on command. (For more adaptive future sound variations,
readers can consider using Pure Data within our SonifyIt tool [25] to play back
sounds with live variations, to minimize interaction repetitiveness.)

Test: In early testing of the produced robot sounds, we conducted multiple
rounds of internal tests through visits to Dax. First, this testing focused on
iterate on sounds as they sounded when actually played back through Dax’s
speakers. Notably, several sounds required changes to accomplish the desired
communication effect when played outdoors on Dax, compared to when played
on headphones. When played on Dax, due to a loss of lower frequencies, the
sounds at first felt emptier and more structurally weak, especially when com-
pared to the original sound set developed by Daxbot. In addition, we observed
that some of the melodies intended to be positive ended up falling flat or not con-
veying discernible emotion when presented on the robot itself. To address these
observed challenges, most sound phrases had their length slightly extended, a
sub bass was added to the synthesizer, and the melodic intervals on some of the
phrases were modified. After this adjustment, we returned to Daxbot headquar-
ters and successfully conducted an experimental deployment of the new sound
set during a robot delivery in the wild. Following this test, small adjustments
were made to the timing and placement of sound cues in the codebase. Major
evaluations of the sounds are covered in dedicated sections (Sections 4 and 5).

3.2 Sound Design Results

The final sound-based delivery interaction, which includes four custom robot
sounds, progressed as follows:

1. Dax arrives at the customer’s specified located. Here, “arrival.wav” is played.
2. The customer shows Dax a QR code provided by the ordering process.
3. If the QR code is valid, Dax nods. Here, “yes.wav” is played.
4. Dax opens its compartment. Here, “ta-da.wav” is played.
5. The customer retrieves their items.
6. The customer gives a thumbs-up to Dax.
7. Dax nods. Here, “yay.wav” is played.
8. Dax closes its compartment.
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Eight additional sounds were created for possible branches in the progression
above, such as the scanning of an incorrect QR code or the robot being im-
peded by a pedestrian, for a total of twelve novel sounds; one of these sounds
(“downward-no”) was later used in the online survey-based study. Sounds pri-
marily followed transition states, confirming to the customer that Dax has seen
something or is doing something. In addition, sounds generally coincide with
(and partially mask the sound of) operations that produce consequential sound.
All sound samples are available in [20].

Overall, we expanded the library of communicative sounds available to the
Dax robot from four to 12 sound samples, which can allow for some variation
even without next-level techniques (e.g., Pure Data and live synthesis). These
end products could be used during autonomous operation and/or triggered by
human operators during the delivery process, as further evaluated below.

4 Initial Evaluation: In-The-Wild Dax Assessment

As a first more holistic assessment of the new sounds, we conducted an in-the-
wild evaluation in Monmouth, Oregon to examine end users’ responses to the
Dax delivery interactions when augmented with the new sounds during real or-
ders. The following subsections detail the methods for collecting data during
these evaluations and the results of the evaluations, which center on anecdotes
from interviews. This process was approved by the Oregon State University In-
stitutional Review Board under protocols #HE-2023-186 and #IRB-2019-0481.

4.1 Methods

We sought to collect data from real deliveries with the new sounds while main-
taining minimal invasiveness to the delivery process and overall user experience.
Accordingly, our approach to collecting data during these interactions involved
three methods:

1. After an order, customers received a link to a survey that was designed by
our research team. Anyone who completed this survey received 5 USD in
compensation.

2. During orders without added sounds, we observed customers from the Dax
operator station to form a baseline understanding of customer behavior.

3. During orders with added sounds, we accompanied the robot and conducted
a brief semi-structured interview after order completion.

Participation in the survey was extremely low (with only one response) and
observations of the order deliveries yielded little rich behavioral information (as
most end users were simply focused on taking their order and continuing with
their day). Notably, the single survey response showed appreciation in response
to the question: “What part(s) of your interaction with Dax stood out to you
most or most strongly influenced your responses throughout the survey?”: “...His
little noises sound like words I understand. He brings me joy!”

Accordingly, the following results focus mainly on the slightly richer input
from the semi-structured interviews. We conducted six of these in-person post-
delivery interviews, as further discussed below.
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4.2 Results

Anecdotally, observations of the deliveries revealed that with the new sounds,
interactions remained fairly short (like with the past interaction design), al-
though participants occasionally expressed happiness and verbally thanked Dax
during deliveries. The aim of gaining direct information about the existing day-
to-day delivery interactions proved difficult without experimenter intervention,
with more direct data elicitation protocols showing better results. In direct in-
person information elicitation, however, limits on the study facilitator’s time and
physical location (e.g., the need to be at each delivery interaction) prevented
larger-scale data collection.

Interviews showed that all participants liked the robot’s sounds in general.
For example, users commented that “he makes kind of like little WALL-E-like
sounds [...] I think they’re adorable” and “sounds cheery [...] it’s a cute lit-
tle chime.” Several participants did notice the difference in sounds from prior
sounds heard during operator control; two preferred the new sounds (comment-
ing, for example, that “[they] added more character to Dax” or “he was making
more noises than usual, which was kind of cool [...] I guess it kind of felt more
interactive”) and one preferred the old sounds (stating that the new sounds were
“more bass-y and sharp”), though noting that both sounds were agreeable.

5 Follow-up Evaluation: Online Dax Assessment

The in-the-wild evaluation results tended to be positive, but the data that could
be feasibly collected in that context was relatively small. To augment the in-
person data we collected a set of recordings of the Dax robot interactions and
conducted a follow-on online video-based study using Prolific, an online research
study platform [13]. This effort was approved by the Oregon State University
Institutional Review Board under protocol #IRB-2019-0068.

5.1 Methods

This subsection covers our expectations going into the study, information about
our sample, video stimulus information, and details on measurement and analysis
methods.

Hypotheses: Based on the results of past similar work (e.g., [26,24]) we estab-
lished the following hypotheses:

H1: Adding positive-valence emotional sound to a robot will lead to higher
perceived warmth, competence, purchasing interest, and value of a robot.

H2: Adding negative-valence emotional sound to a robot will lead to lower
perceived warmth, but higher perceived competence, purchasing inter-
est, and value of a robot.

One key difference in these hypotheses compared to past similar work (e.g., [4])
was that we expected that negative-valence emotional sound would make a robot
seem less socially warm. (In the past, most of our added sound had a positive
valence, so this distinction was unnecessary.)
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Fig. 2. Cropped frames from the online survey-based study stimulus videos. From left
to right: the “delivery” stimulus, where the robot approaches, stops, and then opens its
compartment; “passing”, where the robot passes by, tilts its head, and makes a happy
facial expression; and “stopping”, where the perspective walks in front of the robot,
blocking it and causing it to shake its head and make an unhappy facial expression.

Participants: Our sample (n = 75) included adults between 19 and 75 years
of age (M = 37.1, SD = 14.4), with 37.3% men (including 1.3% transgender
men), 60.0% women, 1.3% nonbinary individuals, and 1.3% agender individuals.
Participants included in this sample all passed the study’s manipulation check,
as further described below.

Study and Stimulus Design: Our sound design for Dax augmented the current
set of robot sounds, so our key comparison of interest was how much the newly
designed sounds (added sounds) improved the system compared to a base in-
teraction without added sound (original sound). Accordingly, we manipulated
sound presence and sought to identify differences in viewer perception without
vs. with these added sounds, using a within-subjects design.

The study employed six videos of Dax as stimuli:

1. Original Sound-Delivery: Dax completing a mock delivery with no added
sounds.

2. Original Sound-Passing: Dax passing by the viewer, looking at them and
making a happy facial expression.

3. Original Sound-Stopped: Dax being stopped by the viewer, shaking its head
and making a sad facial expression.

4. Added Sound-Delivery: Dax completing a mock delivery with the added
sounds as described above (“arrival,” “yes,” “ta-da,” and “yay”).

5. Added Sound-Passing: Dax passing by the viewer, looking at them, making
a happy facial expression, and playing “arrival.”

6. Added Sound-Stopped: Dax being stopped by the viewer, shaking its head,
making a sad facial expression, and playing “downward-no.”

Figure 2 shows cropped frames from the video stimuli. All video stimuli used in
this study are available in [20].
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Procedure: Using these videos, we developed 20-minute online survey. After pro-
viding informed consent, participants first completed an introductory module
to calibrate their audio device volume. Participants then viewed each of the
video stimuli in a counterbalanced order (such that neither the same behavior
nor the same sound condition would play consecutively) and answered questions
after each video. In the final part of the experiment, participants completed
a manipulation check, free-response question, and demographic questionnaire.
Participants were compensated with 5 USD for completing the survey.

Measurement: The 20-minute survey included the following measurements:

– After each stimulus, the Robotic Social Attributes Scale (RoSAS) captured
participant perceptions of warmth, competence, and discomfort subscales by
combining six component attributes for each subscale [2]. Participants rated
each attribute on a six-point bipolar Likert scale from “definitely not asso-
ciated” to “definitely associated.”

– After the “Delivery” stimulus, participants also completed the price sen-
sitivity meter (PSM) with wording adjusted to “delivery fee” rather than
“product.” The PSM is further discussed in our past work [24].

– After all stimuli had been presented, participants provided their thoughts
about what influenced their responses most using a free-response question.

– Lastly, participants provided their demographic information.

Analysis: RoSAS results were analyzed using repeated-measures analysis of vari-
ance models (rANOVAs) with a significance level of α = 0.05, and pairwise com-
parisons were run on significant rANOVAs with Holm-Bonferroni corrections.
We use generalized eta squared for effect size. PSM results were analyzed using
Wilcoxon matched-pairs signed-rank tests with the same significance level and
Holm-Bonferroni corrections. If significant, extended PSM analysis were run.

5.2 Results

A rANOVA on warmth with just the positive-valence sounds (“Delivery” and
“Passing” stimuli) showed a significant increase in warmth (F (1.00, 74.20) =
11.24, p = 0.001, η2G = 0.009) due to sound. However, a rANOVA on warmth with
negative valence added sounds (“Stopped” stimulus) did not yield a significant
difference. Negative-valence sounds still tended to increase perceived warmth,
contributing to an overall increased warmth in rANOVA results for all sounds
(F (1.00, 74.00) = 15.79, p < 0.001, η2G = 0.006) due to sound.

rANOVAs with all sounds showed significant differences in:

– Perceived competence (F (1.00, 74.00) = 4.88, p = 0.030, η2G = 0.002)
– Purchasing interest (F (1.00, 74.00) = 4.36, p = 0.040, η2G = 0.003)

For both competence and purchasing interest, the added-sound condition was
rated higher than the original-sound condition. Figure 3 includes a visualization
of these responses.

rANOVAs showed no significant differences in perceived discomfort.
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Fig. 3. Results visualizations for the RoSAS and purchasing interest question (left)
and PSM analysis (right). The boxplot center lines represent the median, lower and
upper lines represent the 25th and 75th percentiles (respectively), whiskers extend to
up to 1.5 times the interquartile range, and diamonds indicate the mean. The PSM
plots show the typical fitted curves for different price points (bargain, acceptable, and
premium) for the original (upper) vs. added (lower) sound conditions.

Holm-Bonferroni-corrected Wilcoxon results for the PSM also showed no sig-
nificant differences for this inventory. Figure 3 shows the distributions resulting
from the PSM analysis, which reveal that pricing for all added-sound curves tend
to be higher than for original-sound curves.

6 Discussion

Anecdotes from the in-the-wild evaluation suggested that the design process
for adding robot sound to the Dax deliveries was successful, but we sought
complementary (and more conclusive) evidence about the design products using
the online follow-up evaluation as well. In the follow-up experiment, H1 and
H2 were partially supported. While negative-valence sounds did not decrease
warmth as expected, positive-valence sounds did increase warmth, and all added
sounds increased perceived competence and purchasing interest. PSM results
did not yield any significant differences, although trends in the PSM results
show that added-sound behavior tended to be perceived as more valuable in all
typical price categories. Overall, the follow-up results supported the effectiveness
of the designed sounds; they usually increased perceived warmth, in addition to
generally increasing competence and purchasing interest. Accordingly, this study
helped to not only highlight the effectiveness of the sounds themselves, but also
to support the effectiveness of the sound design process laid out in our own past
efforts, which guided the current investigations.

Strengths of this work included the pursuit of testing and data collection in
in-the-wild settings. The inclusion of music technology experts as part of the
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research team, as well as a robotics company as a key partner, were essential
to the success of the work. By the end of the project, we had multiple types of
evidence (from anecdotes to statistically significant findings) that supported the
idea that our sound design efforts were successful. It is currently unusual to find
all of these attributes, each of which strengthen the clout of our efforts, within
a single HRI investigation.

At the same time, our work is not without limitations. For example, the
sample size from the in-the-wild efforts was fairly small, and the methods of
interviewing users could (for example) introduce please-the-experimenter bias.
Although we did our best to maintain equipoise during the interviews, future
similar work could be strengthened by larger samples and multi-method evalu-
ations. On the other hand, experiments conducted in an online setting limit the
ecological validity of the results, and it is difficult to control participant experi-
ence for uniformity across the group. We used built-in audio adjustment steps
and manipulation checks to ensure the data quality as much as possible, but we
acknowledge that in-person replication is often needed to solidify the clout of
online study results. Additionally, it is important to expand this type of work
in the future. The current investigation covered only one robot and one set of
sounds, but similar efforts involving additional robots and types of sounds would
be needed to understand the broader generalizability of our findings.

7 Conclusions

Fundamentally, design is an open-ended process with unlimited potential pro-
cesses and products. As such, creating nonverbal sound for HRI may feel daunt-
ing to roboticists who have little expertise in sound design. Collaborations can
help fill this skill gap, but unguided collaborations may not lead to useful prod-
ucts. In this paper, we used the design thinking prescribed in our own past work
as a template for robot-sound-specific guidance; this guidance was inspired in the
past by meetings with roboticists and sound designers considering the nonverbal
sound question, as well as cross-cultural and cross-disciplinary experiences.

Our author team, which included both expert roboticists and experts in music
technology/sound design, put this process to the test, together developing new
nonverbal sounds for Dax, a food delivery robot operating locally within Oregon.
Through a combination of in-the-wild interviews and online surveys, we showed
that the process did create sounds that positively impacted people’s perceptions
of Dax. For roboticists considering adding nonverbal sound to their robots, we
recommend following the design thinking process and the role-specific guidance
provided in our past work [22], as we also did in the present work. We believe
that this process can help scaffold and hasten the improvement of nonverbal
behaviors for day-to-day robots, an important directive for ensuring that these
systems can become acceptable and beneficial parts of daily life.
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